LEAST ACTION

REFLECTION

    Yes, you are a work of art, but that mirror isn’t there to look at yourself!  It's actually part of a millennia-long process of discovery that developed navigation, astronomy, calculus, and the U.S. Constitution.

    Why does light reflect off a mirror the way that it does?  We’re told in school that light bounces off a mirror at the same angle it hits it, but how was this idea understood as an intention by the Greeks?  Why does light behave that way?  For this you'll need a friend and a piece of string.

   Stand on opposite sides of the mirror so that you can see each other in it.  Now, keep one eye open and take the string from: (1) that eye, (2) to the reflection of your friend's eye on the mirror, (3) up to their actual eye.  Hold the string taut.  Now, take your hand that is holding the string to the mirror, and move it around.  As you do so, you feel yourself pulling the string away from your eye!  The path from one eye to the other, via the mirror, is the shortest path – the path of least distance.

Try it!
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REFRACTION
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	Play with the water tank, shining light into the water as various angles with the flashlight.  What's going on?


The light bends, but why?  We had just found that light takes the path of least distance, but it clearly is not doing so here.  Can you explain why you are seeing what you see?

Pose to yourself this question: if you were on the beach and someone were drowning in the ocean, a good way down the coast, would you run directly towards the person, jump in the water, and swim directly?  Or, to get there quicker, would you run further along the beach, to spend more time running and less swimming?  Fermat developed the principle that light has the same intention: it follows a pathway of least time.
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	Going more slowly in the water than in air (challenging the instant transmission of light), the light appears to adopt the same reasoning that a human being does.





 “But that’s absurd!” bellows the empiricist: “light cannot have an intention!  Haven’t you read Bertrand Russell: ‘Purpose is a concept that is scientifically useless,’ and besides, if the universe is determined and composed following a certain intention, how can I justify my non-historic, pleasure-seeking lifestyle?  This least time idea is just a curious side effect of Snell’s Law!”

SNELL’S LAW

The typical textbook explanation of refraction of light – Snell’s Law (although no hint that Snell was actually a living human being is given) – states that the sines of the angles of refraction in the two media (here, air and water) are in proportion as the speed of light in the media.
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So what really is the difference between least time and Snell’s Law?  They both “work” for the question as we are posing it here – predicting angles of light.

POWER


Shift gears now, as we take up Bernoulli’s problem of the brachistochrone, posed in Leibniz’s Acta Eruditorum in 1697:

Mechanical Geometrical Problem on the Curve of Quickest Descent:  To determine the curve joining two given points, at different distances from the horizontal and not on the same vertical line, along which a mobile particle acted upon by its own weight and starting its motion from the upper point, descends most rapidly to the lower point.

	   ●A










                                      ●B


What is the fastest path for an object to fall from point A to B?  Is it a straight line?  A half of a circle?  A parabola?  Or what if it should be a curve generated in a way that is completely unknown to us?  This is a problem that cannot be answered from empiricist mathematics or physics.  For, among the infinite possible curves, how can we determine one best curve?  What if it is physically created in a way that cannot be expressed (as was the catenary before Leibniz), could it then arise as the solution to a question posed in a mathematics in which it is inexpressible?  Of course not.  Rather than assume that the solution must exist in a currently expressible way (as do Euler and LaGrange – see Gauss’s 1799 Fundamental Theorem of Algebra), ask instead: what would generate the solution?

PRINCIPLE


Bernoulli and Leibniz began their approach to this problem with a principle.  To solve the question of the curve of least time of descent by gravitation, they used… Fermat’s principle of least time for light!

<<Paste on Bernoulli’s picture in the Source Book>>


Here, Bernoulli uses the following physical idea: were we to arrange layers of different media atop each other in sheets, arranging them so that the speed of light going through them will increase in the lower sheets in the same way that a falling object’s speed increased with the distance it has fallen, then light traveling through the sheets would (since it is light) take the path of least time, and the arrangement provides that it is the least time for a fall through gravity.  With this idea, Bernoulli develops a differential – the principle generating the curve that shapes its unfolding – and uses this to demonstrate that the brachistochrone (least-time path) is, like Huygens’ tautochrone (equal-time path), a cycloid.  Incredible – light used in determining falling bodies!


Where Snell’s law let us predict light refracting (a process we were already able to create), least time increased our power (dynamis), expanding the domain of human understanding to solve paradoxes.

EQUAL TIME AND NAVIGATION

Before we get back to more about the significance of least time, let’s examine this wooden track set out here.  This is the cycloid, created by sticking a pen in the circular rolling of a circle along the diameter of a line (which line is a circle of infinite radius):
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Huygens, in his book on the pendulum clock, determined that this cycloid form has the property of isochronicity – a ball released anywhere on the track will reach the bottom in the same amount of time.  Try it!  Hold balls at two different spots and let them go simultaneously – they hit at the very bottom.  Huygens was investigating this problem in his efforts to make an accurate clock, no small feat to accomplish.  Pendulum clocks do not keep accurate time, because the time for the tic-toc varies with the amplitude of the swing of the pendulum, and small differences add up.  Huygens sought the tautochrone, the curve of equal time, to give a form to the swing of a pendulum that would be independent of the amplitude of the swing, and discovered that the cycloid is the tautochrone.  With accurate clocks, astronomy advanced, and navigators could now measure their longitude, by taking clocks on ships and comparing clock time with solar time (if your watch were three hours off compared with a sundial, you could conclude that you must be on the West Coast).


 Christian Huygens
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Bernoulli notes the implications that the cycloid is both the brachistochrone (least-) and tautochrone (equal-time) curves:

"Before I conclude, I cannot refrain from again expressing the amazement which I experienced over the unexpected identity of Huyghen's tautochrone and our brachistochrone. Furthermore, I think it is noteworthy that this identity is found only under the hypothesis of Galileo† so that even from this we may conjecture that nature wanted it to be thus. For, as nature is accustomed to proceed always in the simplest fashion, so here she accomplishes two different services through one and the same curve, while under every other hypothesis two curves would be necessary the one for oscillations of equal duration the other for quickest descent.If, for example, the velocity of a falling body varied not as the square root but as the cube root of the height fallen through, then the brachistochrone would be algebraic, then tautochrone on the other hand transcendental; but if the velocity varied as the height fallen through then the curves would be algebraic, the one a circle, the other a straight line."
†hypothesis of Galileo – that the speed of a falling body varies as the square root of the distance of its fall
Consider how much we have gotten from our principle of least time – truly incredible compared to the dull trend of Snell’s law.

METAPHYSICS


And that is just the very direct use of the principle.  The real breakthrough was in Leibniz’s development of this idea of least time to a general principle of universal least action.  Think for a moment: we do not understand the bending of light from an investigation of the nature of the boundary between the air and the water, as would be required of anyone denying the efficiency of final cause.

“That is what, I believe, Snell and Fermat after him (though without knowing anything about Snell) have most ingeniously applied to refraction.  For when, in the same media, rays observe the same proportion between sines (which is proportional to the resistances of the media), this happens to be the easiest or, at least, the most determinate way to pass from a given point in a medium to a given point in another.  And the demonstration Descartes attempted to give of this same theorem by way of efficient causes is not nearly as good.  At least there is room for suspicion that he would never have found the law in this way, if he had learned nothing in Holland of Snell’s discovery.”




– Leibniz, Discourse on Metaphysics

And as all this detail again involves other prior or more detailed contingent things, each of which still needs a similar analysis to yield its reason, we are no further forward: and the sufficient or final reason must be outside of the sequence or series of particular contingent things, however infinite this series may be.

– Leibniz, Monadology

Instead, we understand a principle that is shaping the physical-space-time in which light is propagating.  The pathways light is able to assume, are least action pathways, for if not, how could we explain the arbitrary departure from that which is most simple?  This principle, like Kepler’s gravitation, is invisible to the senses, but it is the true substance at hand.  Riemannian Principle, not Euclidean geometry, is reality.

THE EMPIRICIST ATTACK

“I do not believe that it is permitted to us to ascend to first causes, nor to understand how bodies act on each other… I believe that without pronouncing on the claims [of the systems of Descartes and Newton…], we can use both of them.”  – Maupertuis

 “However, the idea of the sovereign nation-state and of scientific progress, could not be eradicated so simply.  So, the reactionaries, typified by the neo-Aristotelian followers of Venice’s Francesco Zorzi and the new Venetian faction of the followers of Paolo Sarpi, tried a new assault on the threat which the Renaissance had represented for the Venice-Norman tradition.  The slyer among the enemies of the Renaissance, such as Venice’s Paolo Sarpi, gave up the hope of returning to feudalism by eradicating science altogether.  They resorted, instead, to allowing some of the products of modern science to be tolerated, but, on the condition that those scientists who consented to these Venetian reductionist cults were turned into intellectual eunuchs.  The spread of Cusa’s scientific method was thus banned, as this banning was typified by both Zorzi and the empiricists and their positivist and existentialist outgrowths still today.”

· Lyndon LaRouche, On the Subject of Tariffs and Trade

Empiricists deny the power of the human mind to know the principles that shape the action of the universe, claiming that we can only know trends in the “objective” data that we sense.  For an oligarchy to survive, it must maintain this denial as an active part of the cultures it seeks to suppress – for if we are able to come to an increasingly less-imperfect understanding of the universe, why would we accept rule for the benefit of a few bankers?

EXTENSION TO PRICING
Now let’s extend this idea of least action, by taking up the questions of Potential, Curvature, and Riemann, in order to tackle LaRouche’s challenge to us to master pricing.

Today’s standards for economic practice are completely incapable of valuing the future. 

PRICING
Think about what is involved in creating a product, like a bulldozer.  You have the metal, electronic components, the factory itself, and the tools and equipment in the factory, including their maintenance.  You also have to pay the workers enough to survive.  They need food, clothing, shelter, transportation, health care, and utilities.  Their families (you can’t expect a 4 year old to work!) also need these things, as well as education.  Is this really all the responsibility of the bulldozer company?  How about maintaining the roads and power lines leading to the factory?  What about scientific research to develop new forms of power to prevent resource depletion costs?  Can anyone seriously expect to take all this into account in the price of a bulldozer?

What happens if you pay less?  Something is being eaten up – perhaps the workers, or perhaps the aging factory equipment.  But maybe we can lower taxes, wouldn’t that reduce the price?  But lower tax income would mean under-investment in infrastructure, and in massive science-driver programs.

You can save money on food as a dairy farmer by eating your cows, but it is not an economic gain.
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But maybe we can rely on the market to determine prices?  After all, didn’t the Tickle-Me Elmo toys get better as their prices went up?  Or wait, they didn’t actually giggle louder, or cook food, or change TV channels or anything else when they were $100 instead of $30, did they?  Is New Orleans gas for $6.00/gal better than our gas?  Of course not.

A non-insane pricing structure must take into account the entire mission of the nation (and the world’s natural resources), when determining appropriate prices for anything.

INFRASTRUCTURE


Would you run a business that lost money every year?  You couldn’t keep it up very long, could you?  But let me ask you this:

“How much money does a road make?”

A funny question, isn’t it?  A somewhat more astute economist or lawmaker of today might respond: “Well, it doesn’t make money, but we still need it.”

“How much is the future worth?”

Approximately half of the total physical throughput of a healthy form of modern economy is devoted at least as much to creating benefits in service of the future, a future as much or more than a generation or two ahead, as to the marketable product produced for consumption in the relatively short term of a year or two.

The result of that fact is, that a competent assessment of the current economic performance of a nation is not the current year's accounting result, but a calculated measurement of the increase of that economy's recent change in dynamically defined potential, five, ten, twenty-five, and fifty years ahead. These forward points are determined, and reflect the reality of the long-term range of current capital investments which have life-spans of respectively five, ten, twenty-five, and fifty years ahead. Instead of measuring performance during recent years to date, measure the change in future potential projectable from the recent changes in capital factors. Think of today's investment in a recently born child who, in today's U.S.A., will reach adult economic maturity a quarter-century ahead.


– Lyndon LaRouche, LaRouche Comments on Himself and Professor Hankel


Let’s look at counties in Ohio and see the rate of investment in infrastructure in the 40s and 50s as a portion of total expenditures.  Maybe 50% isn’t so shocking.


Infrastructure doesn’t “make money,” but it makes an economy profitable.  Think back to the example of light taking the least time: light doesn’t, internally to its propagation, decide to change its course – it is the change in the environment in which it is operating that alters its behavior.

“An auto mechanic, performing exactly the same procedure on two automobiles in the same condition, contributes more or less (economic value) to society, according to the relative usefulness of the operators and passengers associated with the vehicle.”  – Lyndon LaRouche, So, You Wish to Learn All About Economics?

An investigation into curvature will give us the tools to competently understand the true economic effect of infrastructure.

CURVATURE

Processes exist in a specific terrain.  A change in that terrain, although not directly changing the internal intention of the operating processes, does nonetheless result in a change among the relationships of the actions of those processes.  A plumber in a collapsing society may be installing pipes in prisons and casinos.  That plumber, joining pipes in exactly the same way, creates a different economic effect if his society is constructing massive scientific laboratories, hospitals, and factories.
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This illustrates a change of terrain: the effect of the complex squaring transformation.  Internal to the geometry, every intersection of lines is still made at right angles, and thus in its smallest parts, this transformation maintains similarity.  Each economic actor needn’t intentionally change his proximate activities, yet the willful application of physical economy changes his work.

POTENTIAL

In a paper titled, interestingly enough, “Forces …,” Gauss demonstrated that objects do not directly act on each other.  Rather, they mutually shape the universal terrain in which all operate.

If we assume that objects separated by a distance of r, each of mass  and ', the accelerating force felt by one caused by the other is '/r2.  So given one mass , the acceleration that would be felt if another object were placed at a distance r from it would be /r2.  Gauss does something truly remarkable in this paper (for which there is no replacement for actually reading it and working it through), by indicating that these “forces” are nothing but the effects of a universal function of position (terrain).  He indicates that these accelerations are actually differentials of /r, which he calls potential.
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This is a demonstration for d[/r] = /r2.  Grab the printout to work on differentials.  It’s worth it!

So just as a change in speed is acceleration, and a change of position over time is a measure for speed (think of the phrase “miles per hour”), Gauss is indicating that force is a change in potential!  Whoa!  So what really is this potential?

Think of infrastructure changing the potential in which your economy operates.  Think of Roosevelt’s TVA or REA from this standpoint.

RETURN TO LEAST ACTION
Let  be the point on the sphere representing the direction of this line element dr.  Let  be the coordinates of , and X,Y,Z be the coordinates of point L (the point on the auxiliary sphere representing the normal to the surface).  The nature of shortest lines is that
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Let’s take this apart by pieces: d,d,d are the changes in the  of the location of  pointing in the direction of our extending shortest line.  Now how can we think of a “d” (think “change” or “difference”) of directions?  Given two directions which are not the same, you can think of the circle of curvature that the two of them create by their change:
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Here you can see two dr lines, each pointing in its respective direction, and the circle indicating the difference of their directions.

Apply this to the three terms in Gauss’s equation, and think of what it would mean for the  parts of the change in direction of the shortest line to be proportional to the X-Y-Z  direction of the normal to the surface:


A shortest line is one whose line to its center of curvature at a point on the surface is in the same direction as the normal at that point.

It’s all based on the surface.  Try this on a globe!  What if a circle of latitude were a shortest line?  Well, it isn’t: the center of curvature of that line would be a point on the axis of the earth’s spin, but the normals along that line of latitude all point inwards to the center of the sphere, not the center of curvature of that line!

So what does this mean?

A shortest line’s extension is determined entirely by the manifold in which it is extended, not by any intention or personality of the process of extension itself.

So in terms of infrastructure, a change in surface alters the effects of processes that, in themselves, don’t intentionally change.

Aha, so we are getting closer to an idea of measuring the value of infrastructure.  It is of a different type than direct production.

HABILITATION DISSERTATION
Now let’s combine these ideas of potential fields and curvature, using Riemann’s Habilitation Dissertation.

In Gauss’s curved surfaces paper, and in his paper on potential, we dealt with visible space: doubly-extended curved surfaces analyzed from the standpoint of their existence in a triply connected space, and potential as a function of triply-extended space.  This is not adequate.  Changing a doubly-extended surface and looking at it from an assumedly flat three-dimensional space only goes but so far.  The application of a number of different discoveries do not just give a different shape to a two-dimensional surface in 3D space: they create effects that are incommensurable with each other.  So imagine a curved space – you can’t!  (“These relations of measure can be investigated only in abstract notions of magnitude and can be exhibited connectedly on in formulae.”)  You might imagine curved lines in space, but how do you actually conceive of a curved space?  You can’t go outside it like going outside a surface to look at it.  Can you go into the fourth dimension?  Physically, no; economically, yes.

Now take a look at these.  Here are three different lines OA with a point Q moving along them:
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These are examples of an internally simply-extended (“one-dimensional”) line existing as a result of a simply, doubly, and triply connected action.


Riemann writes:

"If the location of a point in the n-dimensional manifold be expressed by n variable quantities x1, x2, x3 ... xn, then the determination of a line will reduce to this, that the quantities x be given as functions of a single variable."  For those who have looked at the Copenhagen or Curved Surfaces papers, remember that a surface can be expressed everywhere by two variables (e.g. {x = r Cos[], y = r Sin[], z = r} expresses a cone in terms of r and f).  Similarly, a curved line can be expressed in terms of one variable (e.g. {x =  Cos[], y =  Sin[], z =  } makes a spiral going around the cone):
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    Now here's where the economics idea comes in.  We get to have the fun of working out how Lyn uses these concepts in his mind.  Now extend the idea of a line as all quantities depending on a single variable (e.g. think of the variable as time and of a thing moving around in time -- it only goes back or forwards as you move time back or forwards), to the doubly-extended idea of a surface.  Now think: a line, although simply extended, can exist in a manifold of greater extension than 1, as we saw in the above pictures.

    For us, living in space and not on a line: 

    Space that we live in can be thought of as a function of three variables actually existing in a manifold of higher dimension.

    Like the line internally considering itself a line as it makes the transition the above figures, our familiar 3D space, although seemingly internally unchanging, actually takes on a higher level of curvature with the introduction of more principles into the dynamic of our human economy.  This really makes sense for Lyn's economics!

    Although "physical" dimensions stay at three, the "dynamic" dimensions can be increased.  Getting this across in animations will be very powerful for our economics work.  Let’s do it!


But wait, there’s more!  Riemann allows us to extend Gauss’s concepts of curved surfaces to as many degrees of extension as we wish, so we are getting a decent idea of measuring the value of investment in infrastructure, and of implementing new discoveries into our human economy, but what about the discovery process itself?  How can we value NASA?  And then, how can we determine the economic value of culture?  This will take us beyond the Habilitation Dissertation, towards Abelian functions and beyond.
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